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ABSTRACT: The increased use of Internet of Things 
(IoT) devices has created considerable data in the 
network. As a result, insufficient data storage and heavy 
traffic in the network may arise. Selecting suitable data 
compression for IoT devices is essential to improve the 
compression ratio and reduction in computational 
complexity. Therefore, a lightweight compression 
algorithm implementation is the main focus of this study. 
Three proposed algorithms, namely Modified K-RLE, 
Delta + K-RLE, and K-RLE + Huffman, are studied in 
this work. Based on the experimental results, K-RLE + 
Huffman achieved the best compression ratio of 0.51 
among the three candidates, while Delta + K-RLE 
achieved the lowest computational time of 0.027s  when 
processing 100000 datasets. For overall balance 
performance, Modified K-RLE is generally a good 
candidate where it offers a lossless compression ratio of 
0.825 and an execution time of 0.054s when processing 
100000 datasets. 
 
Keywords: Data compression, Modified K-RLE, 
compression ratio. 
 
1. INTRODUCTION 

 Internet of Things (IoT) is a future computing 
concept that leads to the increase of internet users every 
year. The Cisco company predicted 50 billion new IoT 
connections by 2020 [1][2]. These billions of IoT devices 
have created a large number of data in the network [3].  
 Implementing the data compression algorithm on 
sensor nodes helps to achieve better performance in 
Wireless Sensor Network (WSN) [4]. Data compression 
can reduce storage capacity and energy usage during data 
transmission [5].  
 Many factors need to be considered before selecting 
a suitable data compression algorithm since different sets 
of data have different characteristics. Thus, choosing a 
suitable compression algorithm is crucial to achieving 
better power consumption [6].  An algorithm with high 
computational complexity can cause long code execution 
time and high energy usage.  
 This paper focuses on analyzing the compression 
performance and execution time of the K-RLE based data 
compression algorithms. This study used three 
performance measurements: compression ratio, time 
complexity, and code execution time. 
 This article is organized as followed: Section II 
describes the proposed algorithms while Section III 

focuses on the experimental results of proposed 
algorithms. Section IV summarizes our findings. 
 
2. METHODOLOGY 

 RLE algorithm is a loss-less data compression 
where original data can be recovered fully after 
decompression. The data is compressed by removing 
redundancy in data and replacing it with a shorter symbol 
[7]. To increase the compression ratio, K-RLE is used. 
The algorithm replaces the n data occurrences with a 
single pair of symbols nd, where d is the data value 
between d + K and d - K [8]. K-RLE can achieve better 
compression at the expense of some data loss (i.e., lossy 
data compression). 

 To minimize the data losses after decompression 
using the K-RLE algorithm, this work proposes a 
Modified K-RLE (MKRLE) algorithm. Fig. 1 shows the 
pseudocode of the MKRLE algorithm. The squared area 
in Fig.1 is the proposed improvement that introduces 
marker notation. Three markers are used in this proposed 
algorithm which are ‘a’, ‘b.’ and ‘c’. Table 1 summarize 
the MKRLE operation.  

 Delta + K-RLE (DKRLE) is the second proposed 
algorithm that implements the double data compression 
technique. Delta encoding algorithm is executed first to 
compress the differences between the sequential data. 
Then, the K-RLE algorithm is used to compress the 
output from the Delta algorithm. The third proposed 
algorithm is K-RLE  + Huffman (KRLEH). For this 
algorithm, K-RLE is performed first. Then, the output 
from the K-RLE is compressed using the Huffman 
algorithm.  
 DKRLE and KRLEH are lossy methods among the 
proposed algorithms since some data cannot be recovered 
after decompression. On the other hand, MKRLE is 
considered a loss-less method where the original data can 
be fully recovered after decompression.    
                
3. RESULT AND DISCUSSION  

 Three climate datasets are used in this work, which 
consists of measurement data for temperature, humidity, 
and sea-level pressure [15]. Compression ratio refers to 
the ratio between compressed data and uncompressed 
data [16]. A smaller compression ratio means better 
compression performance.  

 Fig. 2 shows the compression ratio for the proposed 
algorithms. The best compression performance goes to 
KRLEH (0.513), followed by MKRLE (0.825) and 
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DKRLE (0.877). The analysis of the compression 
algorithms on time complexity is shown in Table 2. 
Based on the analysis, DKRLE has the lowest time 
complexity compared to the other two methods, where 
the time complexity for DKRLE is O(n) and O(n2) for 
compression and decompression, respectively. The 
MKRLE and KRLEH have a higher time complexity of 
O(n3). Hence, these algorithms spend more time 
compressing and decompressing the data. 

The execution time for each algorithm is plotted as 
shown in Figure 3. This experiment is run on 1000, 5000, 
10000, 50000, and 100000 data. These five data sets are 
executed three times, and the average execution times are 
taken in this study. Based on the graph, DKRLE achieved 
the lowest computational time, followed by MKRLE and 
KRLEH, with the time taken at 100000 datasets are 
0.0269s, 0.0542s, and 0.104s, respectively. 
 
4. CONCLUSION 

The increased number of Internet of Things (IoT) 
devices has created a considerable amount of data in the 
network that can cause insufficient data storage and 
heavy traffic. Therefore, selecting a suitable data 
compression algorithm is highly recommended to 
achieve a better compression ratio and low computational 
complexity. Three algorithms are proposed in this study: 
MKRLE, DKRLE, and K-RLE + Huffman. Based on the 
experimental results, KRLEH achieves a better 
compression ratio (0.513) than the other two algorithms, 
while DKRLE achieved the lowest execution time of  
0.0269s for 100000 datasets. MKRLE can offer optimal 
compression performance with reasonable execution 
time with zero data loss for overall balance performance.
  

 

 
Figure 1. Pseudocode of modified K-RLE 

 
Table 1: Example of Modified K-RLE algorithm 

Original 
Stream    

: 26 25 25 25 27 28 28 29 29 29 27 27 26 29 28 30 31 
29 

RLE      : 26 25 -2 27 28 28 29 -2 27 27 26 29 28 30 31 29 
K-RLE : 26 -4 28 -6 26 29 -2 31 29 
Modified 
K-RLE : 26 b3 a 28 c a3 c2 26 29 b a 31 29 

 
 

 
 

Figure 2: Average compression ratio results for eleven 
methods 

 
Table 2: Time complexity analysis of the proposed 

algorithms 
 

Algorithm Compression Decompression Overall 
MKRLE O(n2) O(n3) O(n3) 
DKRLE O(n) O(n2) O(n2) 
KRLEH O(n2) O(n3) O(n3) 

 

 
 

Figure 3: Time complexity graph 
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