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ABSTRACT: A flood is a natural and seasonal 
phenomenon, which occurs from heavy rainfall or storm 
surge due to the cycle of the moon moves around the 
earth. However, global climate change causes a flood to 
be an unpredictable and unseasonal disaster. It is a 
challenge to predict a flood. Therefore, flood prediction 
is vital for emergency response, and several forecasting 
techniques are studied, for instance, ANN, RNN, and 
LSTM. This study aims to develop a flood forecasting 
model based on deep learning techniques to predict 
floods. A dataset from the river water level in one of the 
highest flood occurrences in Malaysia uses in this 
research. Results from LSTM and RNN techniques are 
compared and it showed that Recurrent Neural Network 
(RNN) performed well in flood forecasting model 
compared to Long Short-Term Memory (LSTM) in 
predicting river level in terms of accuracy performance.  
The significance of the proposed flood forecasting model 
brings a proactive flood prediction,  
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1. INTRODUCTION 

 Floods are natural phenomena geo-hazards 
triggering the natural disasters that cause fatalities, 
damages, and severe impacts to social and economic [1]. 
There are many classifications of flood for instance, flash 
floods, coastal floods, river floods, ponding [2]. The 
purpose of this paper is to propose a solution in predicting 
flood occurrence in advance by applying a Deep 
Learning technique to get better accuracy in time series 
forecasting. 
 Studies have shown that the deep learning model 
has been applied in many fields, such as weather 
prediction [3], natural language processing [4], computer 
vision [5], and audio recognition [6], since they provide 
a promising outcome comparing to human experts. A 
common technique of the deep learning model uses Long 
Short-Term Memory (LSTM) and Recurrent Neural 
Network (RNN). This study discusses related work 
regarding to those techniques. For example [7] apply an 
LSTM technique to predict the flood by using dataset 
from Klang River. LSTM is very effective in modeling 
enormous time-series data. However, there is a drawback 
of LSTM, which is based models only provide good 
accuracy prediction at specific locations. In general, 
LSTM is a data-driven model that results in inadequate 
simulation [8]. Nagesh [9] applies the RNN model to 
predict the river flow in the month to prevent floods. 

Additionally, Paul and Das [10] demonstrate 
groundwater forecasting for modeling and managing 
coastal flooding using the RNN model.  Meanwhile, Paul 
and Das [11] have shown that an Artificial Neural 
Network (ANN) predicts flood water levels 24 hours 
ahead of time by using rainfall and present river level 
data. According to their study, the ANN approach works 
well because it uses non-linear problems . Nonetheless, 
ANN is less accurate due to the dependency of the trained 
model. Therefore, this paper aims to present the 
reliability and accuracy of the deep learning model in 
flood forecasting to predict the occurrent in advance. 
 
2. METHODOLOGY 

a. Data preparation 
A dataset of river level Sungai from Golok at Rantau 

Panjang, Kelantan is used from 2013 until 2018. The data 
set contains the date and river level. This dataset is 
obtained from a river water level station. Those data 
undergo a set of the preparation process, pre-processing, 
filtering, and transformation. 
 

b. Data extraction and integration 
In this analytical study, the python 3 program was 

used in developing the proposed method. The process of 
extracting features for flood-related data tasks have be 
performed. In the feature extraction, the structured data 
from sensory data is arranged with the targeted flood 
measure. The structure data is divided into two, which 
training data and testing data. 80% is allocated for 
training data and 20% for testing data to evaluate the 
accuracy.  

 
c. Flood Prediction Model Generation 

The flood prediction model is developed based on 
the river level features data using RNN and LSTM 
techniques as illustrated in Figure 1. By using the concept 
of learning through experience, RNN and LSTM gather 
the information and detect patterns and the relationship 
in the data. An RNN and LSTM architecture constitute a 
computational model that contains hundreds of artificial 
neurons and is connected with coefficients known as 
weights. This computational model is used to generate 
the desired output based on learning the information 
process from connecting neurons in the network. In 
general, RNN and LSTM have the same architecture. The 
implementation of RNN and LSTM in flood prediction 
requires the input data to be arranged in sequence and 
segmented for constructing prediction outputs. 
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Figure 1 : Prediction model generation 

  
 
 To apply RNN and LSTM, several key parameters 
need to be considered, namely the number of hidden 
layers, the number of nodes, and the activation functions. 
Deciding the number of input and hidden nodes has 
always been an issue, which is having a smaller number 
of hidden nodes tended to have less adequate 
performance. In this stage, the difference between RNN 
and LSTM is RNN use sequences as inputs in the training 
phase, while LSTM has a cell gate, which has the ability 
to remove or add information to the cell and act as a 
memory cell when the information is added in the 
training phase. Once the optimized RNN and LSTM 
model is completely obtained, the testing datasets are fed 
into the model and compared with the actual measures for 
performance measure in terms of accuracy. 

 
3. RESULTS AND DISCUSSION 

The result for each performance model evaluates by 
using mean absolute error (MAE). MAE measures the 
average magnitude of errors in a set of predictions, 
without considering the direction. MAE is a good in 
produce better performance when using a single test 
sample. From Table 1, results have shown that RNN is 
the best model to be applied because this model produces 
a high accuracy model with little loses compared to the 
LSTM. Therefore, RNN model is used in predicting river 
level for flood prediction. 

 
Table 1 Individual performance model  
Model MAE 
RNN 0.4518 

LSTM 0.5133 
 
4. CONCLUSION 

This study empirically evaluates the performance of 
the RNN and LSTM model in terms of mean absolute 
error. Based on the MAE result, findings indicate that the 
RNN model is the best model to be applied because little 
loss happened within testing the data. For future 
improvement, several additional datasets are demand to 
improve the accuracy model, and the dataset needs to add 
more features to get a better prediction model. 
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