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ABSTRACT: Maintenance is an important process that 
improve the overall performance of a system in a long-
term. In this paper we are focusing on predictive 
maintenance. By using sensor and run’s data, estimation 
can be done based on the health status of the machine. 
This can improve the performance and life span of the 
machine, at the same time it also able to reduce the total 
maintenance cost due to predictive maintenance is 
preventive maintenance. In order to perform predictive 
maintenance, we are using Naives Bayes classifier to 
classify pass and fail data point. For linearization of 
data, we are using Gaussian Elimination Method to 
obtain a normal distribution data. The data and then will 
be processed with K-Nearest Neighbour to produce a 
full data sheet for visualization purpose.  
 
Keywords: Predictive Maintenance, Hybrid Algorithm, 
Naives Bayes 
 
 
1. INTRODUCTION 

Maintenance is a process that preserve a condition,  
situation or state. Maintenance usually involves fixing, 
repairing, improving of an event to ensure the event can 
be carried out smoothly. Maintenance is required as an 
event will be facing issues, errors or fault if were left 
over a period. Hence, maintenance is essential to ensure 
the continuation of a process. 
 There are various types of maintenances available, 
such as run to failure, schedule maintenance, preventive 
maintenance, and predictive maintenance. Table 1 
shows the summary of each maintenance. 
 

Table 1 

Type of Maintenances 

Type of 
Maintenances 

Cost Automation Efficiency 

Run to Failure Low No Low 
Scheduled 
Maintenance 

High No Low 

Preventive 
Maintenance 

Average Semi Medium 

Predictive 
maintenance 

low Yes High 

  
 In this paper we are focusing on Predictive 
maintenance where maintenance is done by using 
machine learning algorithm. 

2. METHODLOGY 

Predictive maintenance is developed based on the  
sensor’s reading and previous run data. The dataset used 
are oil and Gas data. Once classify the data using 
Numpy and Pandas library, we will be carrying out 
classification and normalization. 
 
2.1 Naives Bayes Classification 

 Naives Bayes classification is used to differentiate 
between two different data points. In this research it is 
used to differentiate the passing and failing run based on 
the data set. 

2.2 Gaussian Elimination Method 

Gaussian Elimination Method is used after we 
done classifying using Naives Bayes Classifier. 
Gaussian Elimination method is used to produce a 
normal distribution reading to have an actual percentage 
of a passing and failing run. It is important to do so as it 
is allowed us to differentiate when a run is failing, we 
are aware of it and maintenance can be carried out. 
 
3. RESULT AND DISCUSSION 

Naïve Bayes classifier is suitable to be used in this 
predictive maintenance model as it already helped to 
improve the overall performance of prediction by 
classifying success and fail data into the correct 
category and then only do Gaussian Distribution which 
is used to determine the probability of the failure to 
occur. 
 

 
Figure 1: Naives Bayes Classifier Classify Result 

 
Based on Figure 1, we can see that data are being 

classified into correct cluster. As we can see that red 
colour is a failing data while blue colour is a success 
passing data. After we done classification, we will do a 
linear curve to determine the failing and passing value 
on each run. 
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Figure 2 : Naives Bayes Classifier with Linear 

Regression 
 

Based on Figure 2 we can see that the passing run 
is lie on the linear regression line while for the failing it 
lies further away from the regression line. The 
regression line is indicating a full cycle run. This means 
that, when the reading of data is too extreme it will 
mostly fail which this data is very useful for predicting 
when there is a failure. 

 
Figure 3 : Normal Distribution graph with 

Gaussian Distribution 
 

Based on Figure 3, we can see that the failure data 
point had been captured inside the bell curve which 
eventually will lead to a success of predicting failure 
run. This had proved that the hybrid algorithm is 
working for predicting failure. Moreover, passing case 
also categorized outside the bell curve which is also 
very important evidence to prove that it will not trigger 
any maintenance event outside the curve as there is no 
success run within the bell curve. Hence whenever there 
are run that lies within the bell curve, means that a 
maintenance will be required. 
 
4. CONCLUSION 

This paper had proven that Predictive Maintenance  
can be done with sensor’s data and previous run data 
sheet. For future works, this research is going to include 
K-Nearest Neighbour algorithm to improve the reading 
and better prediction accuracy. 
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